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Voice, Gestures, Mimics: 
BMW Group Studies New Types of Automotive Communication.     
Looking at the history of the motor car going back well over 100 years, we see that the initial focus for a long time was on the combustion engine and 
the mechanical components of the car. Then electrical and electronic fea​tures were developed in the course of technical progress, followed by in​creasingly sophisticated control technologies and the use of software. 

Today it is the interface between the driver and the vehicle which receives increasing attention in automotive research: Once the car begins to 
“under​stand” the driver and enters into a genuine dialogue, many other, highly pro​mising comfort and safety potentials can become reality to the benefit 
of the customer. 

Some of the man/machine communication options now being examined by BMW Group specialists are voice, gestures, and mimics. This also includes the measurement of eye movements conducted by engineers in driving 
sim​ulators and on test drives. Such consistent analysis of these movements serves to place instruments and controls at the right point, ensuring that 
the driver is hardly required to take his eyes off the traffic around him. Hence, knowledge of this kind is going into the development of future MMI 
con​cepts, with greater emphasis on voice control, a high position of the display screen near to the traffic around the car and the use of the Head-Up Dis​play. Recognition of gestures such as emotions and further refinement 
of voice entry systems, finally, opens up entirely new levels of dialogue and communication.

Building up a larger vocabulary.
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“Voice entry is one of the key technologies for even more efficient use of the car”, says Dr. Frank Althoff, the BMW Group’s Research and Technology 
spe​cialist for man/machine interaction. And indeed, the potential in this area is huge: As convenient as it already is today to control the navigation system 
or telephone by voice messages, the driver still has to make do with the limit​ed vocabulary memorised within the on-board system – which means 
that he can only provide voice instructions using a certain number of words. 

“Once the driver, in the navigation process, is able to loudly speak out 
the names of cities and streets, we will have completed the next step in the evaluation progress”, adds Dr. Althoff. But simply enlarging the sys​tem’s vocabulary is not enough, since a larger number of words  recog​nised by the system means a larger statistical risk of misunder​standing: Distinguishing between similar-sounding names such as New York and Newark, for example, requires very precise processing of signals and their meanings. So in any 
case of doubt, the user will still be able to choose his destination from a list of pre-selected options on the screen.

Learning colloquial language.

The second great challenge the experts at the BMW Group’s Research and Innovation Centre are already working on is the complexity of human 
state​ments. “We want to move beyond simple instructions and commands”, says Dr. Althoff. This starts with the use of complete sentences on-board systems are not yet able to understand: “I want to drive to London” is a normal state​ment in our everyday language – but the machine is not yet able to 
under​stand a statement of that kind. And things become even more complicated when the driver interrupts a sentence, uses additional words not actually required or corrects himself, as is often the case in driving operations. 

The long-term vision of a perfect voice detection system lies in the correct recognition of indirect statements made by the driver such as: “My feet 
are cold.” The system should “understand” the wish expressed by the driver 
in this way and re-set the air conditioning accordingly. 

BMW Group scientists are working on the development of such skills, 
seek​ing to integrate them in the car step-by-step. The voice entry functions of BMW Group cars will therefore be developed consistently in this direction.

Recognising gestures: shaking your head means “No”.

Like human communication, even the best voice entry system will reach its limits under unfavourable conditions, for example when disturbed by loud noise in the vicinity. Accordingly, BMW Group scientists are examining whether other, additional types of human communication might be used to interact 
with the car. One option is to focus on gestures: a simple camera may serve to monitor movements of the driver’s head and hands, checking out whether 
the car should respond accordingly. If, for example, the driver answers a question asked by the voice system with a “no”, but speaks too quietly or if the background noise is too loud, the system today will repeat the question a second time. But if the system perceives not just the langu​age signal, but also 

the driver shaking his head, it may correctly understand this sign to be a “No”. So following the same patterns as in human commu​ni​cation, the evaluation of different sources of information makes man/ma​chine interaction more robust and viable.

Movements of the driver’s hands may also be used in this way, if necessary even providing independent control options: Waving his hand from left to right, for example, the driver might “tell” the system to “tune to the next sta​tion on the radio”. Moving his hand down, in turn, he might symbolise the telephone being placed back on the hook, meaning that he wants to end a call.

Need for further research: recognition and acceptance.

A particularly important requirement is to determine whether a certain ges​ture is indeed an intentional movement by the user serving to control the system. Initial experience with test persons shows furthermore that various gesture scenarios have to be carefully considered: Where some would like to respond by moving their head, others would prefer to press a button or speak out a loud answer. Hence, the system will only be accepted as useful by the customer if the vehicle allows a wide range of different options, since this 
really ensures a significant improvement of user comfort.

Recognising emotions helpful in customising the car.

Multi-modal evaluation of information serving to optimise voice control is also the essential feature in the third research concept being pursued by the 
BMW Group’s research and technology specialists: the recognition of emo​tions. The two types of expressing emotions important in this context 
are mimics and the driver’s tone of voice, audio evaluation of the latter having made the greatest progress so far: Focusing on different signal charact​er​istics such as the basic frequency, the intensity and duration of loud com​mands, 
a voice monitoring system can already distinguish today whether the individual concerned is, say, angry and aroused. “To begin with, we only want to distinguish between positive, neutral, and negative expressions”, states 
Dr. Frank Althoff, thus restricting the scope of this application for the time being. 
An example is the on-board computer asking several questions in response when the driver’s voice entry is unclear, since drivers respond differently un​der such circumstances from case to case: Some regard even the second question asked by the system as annoying, others find the waiting times bet​ween repeated questions too short. “Once we are able to recognise emo​tions, we will also be able to adjust the dialogue better to the driver, without requiring him to intervene himself”, states Dr. Althoff. Multi-modal inform​ation is incidentally very important in adjusting vehicle functions to the user, with the system relating emotions detected to other factors such as the driver’s 
control history and current ambient conditions.





































